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ABSTRACT 

 
With the current advancement in information technology we have data warehouses containing 

abundant data which results in a new dimension of research in data mining arena known as Privacy Preserving 
Data Mining (PPDM). Many algorithms have been proposed incorporating a privacy mechanism that allows the 
users to extract the required information without revealing the sensitive data. The efficiency of privacy 
preserving algorithm is computed using a privacy metric known as misclassification error. The prime objective 
of this paper is to analyze various clustering algorithms and to identify the one with the minimum 
misclassification error. 
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INTRODUCTION 
 

The recent advancement in various technologies allows us to accumulate and store enormous data. 
Data mining is the leading technique used by various organizations to analyze the stored data and to extract 
the useful information for arriving at an effective business decision [1]. Data mining techniques results in a 
security breach if not used in the proper manner. Privacy preserving data mining (PPDM) is an emerging 
solution to ensure security for the stored data during the mining process by preserving the privacy of the 
sensitive attribute from disclosure [2]. Efficiency of the PPDM is expressed using various privacy metrics and 
one among them is misclassification error.  
 

This work analyzes various clustering algorithms and identifies the best clustering algorithm which 
results in the minimal misclassification error. Clustering is performed with both the bench mark data set and 
the one obtained after applying a privacy technique [3]. Clustering process is repeated with different ‘k’ values 
to identify the best clustering algorithm which results in a minimal misclassification error. 
 
Privacy Preserving Techniques 
 

The idea of privacy preserving data mining is to modify the original data such that the sensitive 
information remains confidential during the entire course of the mining process. In this section we provide a 
brief summary of various privacy techniques used to generate the sanitized data. 
 
Fuzzy-membership Functions 
 

Fuzzy membership functions can be used to preserve privacy by generating a sanitized data from the 
original data set [4-5]. Data in the sanitized data is mapped in the range between 0-1 and it depends on the 
type of membership function used. Since the entire data set is mapped to a small range it’s usage is limited to 
certain attributes and cannot be generalized to all attributes. 
 
Normalization 
 

Normalization is used to represent the data in a different scale. The most prominent normalization 
techniques are Decimal Scaling, Min-Max, and Z-Score. Decimal scaling modifies the original data by moving 
the decimal point. Min-Max normalization generates the modified data linearly [6]. Z-score normalization uses 
the mean and standard deviation to generate the modified data. 
 
Mutation 
 

Basically mutation is a genetic operator used to maintain diversity within the given population. It 
generates an entirely different offspring from the parent. The generated offspring depends on the type of 
mutation used. Mutation is performed when the data is in binary form. Based on the above observation this 
operator can be used to preserve privacy[7-9]. Uniform mutation is used in our study. 

 
Rule Based Approach 
 

In this approach the original data is altered by adding a noise to the original data. The uniqueness of 
this approach is that the noise is generated based on the attributes in the given data set. The rules are 
dynamic and they are formed using heuristics [10-11]. 
 
Substitution 
 

This technique is applicable only for the numerical data. In the first step the data in the data set is 
represented in the binary form. In order to maintain a relationship between the original and the modified data 
only the LSB in the binary data is flipped. Decimal value of the flipped binary replaces the data in the original 
data set to preserve privacy [12-13].  
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Clustering Algorithms 
 

The objective of the clustering algorithm is to group the similar elements in the same cluster. 
Clustering is an example for unsupervised learning where the elements are first grouped into different clusters 
and then the clusters are labeled based on the similarity of elements it possess. In this section we provide a 
brief summary of various clustering algorithms used in this study. 
 
k-Means 
 

This algorithm creates different clusters from the data set by placing the more similar elements in a 
cluster. Here ‘k’ denotes the number of clusters to be generated. Several variations exist for this algorithm 
depending on the initial centroid value selection process. In general, the initial values in the data set are used 
as the initial mean values for the clusters. This algorithm repeats by selecting a new mean for successive 
iterations and terminates when there is no deviation in the mean values. 
 
Farthest First  
 

Farthest First clustering algorithm is same as the K-means clustering with a small variation in it. Every 
cluster center is placed at the point farthest from the existing cluster centers which must mandatorily lie 
within the instances. The main advantage of this algorithm is the data is clustered in a greater rate since only 
less adjustments and reassigning of center points are involved. 
 
Expectation Maximization  
 

Every instance of the dataset is assigned a probability distribution which shows the probability of that 
instance belonging to each of the clusters. EM can decide the number of clusters to be created by the cross 
validation or the user can specify the number of clusters that is to be generated.  
 
X-Means 
 

This is K-means algorithm extended by an Improve-Structure part. The centers are attempted to be 
split in its region in this part of the algorithm. The Bayesian-Information Criterion value is computed for the 
two structures and the decision between the children of each cluster and itself is done. 
 

RESULTS 
 

 
 

Fig. 1 – Misclassification error for clustering methods with 2 clusters. 
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Fig. 2 – Misclassification error for clustering methods with 3 clusters. 
 

 
 

Fig. 3 – Misclassification error for clustering methods with 4 clusters. 
 

In this paper, we have considered various attributes such as Age, Gender and Income from the adult 
data set available in the UCI repository. The data set consists of about 32561 records. The above proposed 
approaches have been implemented using JAVA Programming language and the resulting observations are 
tested in Intel core i5 processor with 4GB RAM and Windows 8 operating system. From our experimental 
results it is evident that the original data cannot be inferred from the modified data by homogeneity attack 
and background knowledge attack. The experimental outcomes are represented in the graphical form as 
shown in figure 1, 2 and 3. 
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CONCLUSION 
 

One of the most challenging tasks in data mining is preserving privacy. Various methods have been 
used for this purpose. A method is said to be an efficient one if it has low misclassification error. In this paper 
we have computed misclassification error for different methods using different clustering algorithms. From the 
experimental results it is evident that Min-Max normalization is an efficient one in preserving privacy. Among 
the clustering algorithms k-means algorithm is the best choice for computing misclassification error since it 
generates an optimal value when compared with the other clustering algorithms. 
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